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Abstract— The focus of this research is to build a machine that can learn to predict one case, namely how much is the degree of compatibility between 

lecturers who take the subject and those taught by the lecturer. This research involves a questionnaire set which will be filled in by at least 70 students 

from the informatics engineering and electrical engineering study programs related to the case. The results of this study are a representation of machine 

learning models that can predict the level / degree of compatibility in the cases raised in this study. Machine learning model that is produced using the 

Naive Bayes algorithm which is run by using a special mining programming language, the R language.  

Index Terms— Prediction, Machine Learning, Algorithm, Naive Bayes, Compatibility, Lecturers and The Subjects.  

——————————      —————————— 

1   INTRODUCTION                                                                     

Datamining is a scientific tool that can be accounted for to 
obtain the data patterns in question and can be used to use 
those data patterns to make predictions. Harvesting (mining) 
data patterns is as simple as translating a record with n attrib-
utes into a point in n-dimensional space. Then from a set of rec-
ords obtained a set of points in the dimension n space. The 
problem of harvesting data patterns is the problem of grouping 
points in space into groups of points where each group has its 
own characteristics. This collection of point groups with their 
respective characteristics is called a data pattern. On the other 
hand, what is meant by using data patterns to predict is if there 
is a new record in the future, this new note means a new record, 
this new record means a new point in space of dimension n, 
guess at which group of points the new point included is a pre-
diction. The results of these predictions are interpreted back 
into the real world or phenomena as predictions of a record.  

Datamining analysis has a difference with statistical analy-

sis. Basically, statistical analysis takes a sample from the popu-

lation. Then from the sample a statistical analysis was carried 

out. Based on the statistical analysis above the sample, people 

then generalize the results or assume they apply above the over-

all population. From that generalization, people make statistical 

predictions. Datamining analysis performs analysis directly to 

the population, not the sample, because datamining relies on 

computational power. Computing allows people to count all 

records in a population. Even datamining can continuously im-

prove its predictions on populations that move or increase in 

time.  
Datamining is a way to mine a number of patterns from a 

phenomenon. In the context of data, phenomena are first mod-
eled into a data model. Modeling data models for a phenome-
non is done by representing the phenomenon into a collection 
of attributes. Like for example the phenomenon of the teaching 
process that takes place every day in class. This phenomenon 
can be represented for example by a lecturer attribute with sev-
eral other attributes in one case. Furthermore, the process that 
takes place every day in the class is recorded in a record where 
the record is built based on the attributes that represent the phe-
nomenon. The record can be represented from moments or 
events every day that will later build a collection of records day 
to day, week to week, month to month and so on so as to build 
a table of moments or events that are sufficient to become a da-
tabase or dataset. It is said that the data model represents a phe-
nomenon because it is enough just to look at the lecture record 
in the dataset, everyone can see and understand what is hap-
pening in the class every day. 

In conducting mining, many studies and studies have 
developed many algorithms through various approaches [1]. 
Data mining is based on existing datasets. When rules are 
generated using the rule miner algorithm, the next step is how 
to verify and validate the rules that have been produced to be 
implemented in real conditions. 

A number of studies related to mining studies and models 
have been produced, including some that use learning 
machines with knowledge neural networks to extract a number 
of datasets as well as make improvements to a number of 
datasets produced with the concept of learning [2], [3]. This 
method was developed and optimized into Fuzzy Logical Rules 
based concepts using Gaussian uncertainty measurement [4]. 
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The use of the rough set concept has also been developed to 
mine a number of datasets [5], [6]. There is also applied by using 
the dominance approach with the resulting algorithm that is 
DOMLEM which can induce a set of general decision rules that 
are consistent with the principle of dominance [7]. 

There are several ways in which naive bayes-based 
datamining is widely used, namely implementing the naive 
bayes algorithm to predict things. Even though this type of 
phenomenon is different from this research, it basically has the 
same or similar mechanism in making predictions based on 
Naive Bayes. Naive Bayes is used by people to filter e-mail 
whether it contains spam or not. As research Marsono et al who 
implemented the naive bayes classifier on the hardware that 
filters incoming email [8]. Naive Bayes was also conducted by 
Das and Kolya who used the algorithm for text mining and 
sentiment analysis of twetter statuses [9]. Naive Bayes is also 
used by Hsu et al for image classification [10], and also by 
Nirmala et al to detect glaucoma in patients [11]. 

 

2   IDENTIFICATION OF PROBLEMS 

The fact that is also interesting to study especially around 
the world of lectures is often encountered by many students 
who complain of several lecturers who they think are not 
compatible in teaching for certain subjects. And this will 
certainly be very fatal if it happens repeatedly without any 
repairs.  

By utilizing the concept of prediction using the datamining 
method, the researcher will build a prediction model that is 
used to analyze the level of compatibility of each lecturer profile 
in the campus environment (in this case data will be taken at 
least 70 record profiles of lecturers and subjects in the 
environment of technical study programs random informatics 
and electrical engineering).  

While the collection of the dataset will be carried out by 
distributing questionnaires to a number of students for all 
lecturers supporting both courses in electrical engineering and 
informatics engineering during the even semester 2018/2019. 

 

3   RESEARCH METHODS  

The study begins with the construction of a data model for 
the case to be examined, which will produce metadata for the 
dataset to be processed later. After the metadata is generated, 
then a dataset is constructed that is taken from a questionnaire 
that is distributed to at least 70 students randomly to random 
subjects as well. The construction is poured into the lecturer and 
subject dataset tables. 

After the 2 previous constructions were carried out then we 
step on how to construct the machine learning. Basically, ma-
chine learning will first learn based on the initial dataset and 
therefore it must be ensured that the dataset is really large in 
volume so that the portion of machine learning can be more     
accurate.  

 
 
 
 

The dataset table is then imported into Rstudio. Data that 
has been imported is adjusted to the parameters of the Naive 
Bayes algorithm. The Naive Bayes algorithm was chosen to be 
used in the set of algorithms contained in the bnlearn library. 
Bnlearn library contains many algorithms based on Bayes theo-
rem, especially Bayes Network and Naive Bayes and their vari-
ations. After the parameters are adjusted. The algorithm is run 
so that the results obtained are ready to be interpreted for       
predictions. The flow of research can be seen in the following        
figure : 

 
 
 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 

Figure 1. Research Flow 
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4  DISCUSSION 

The initial results achieved were the results of the 
construction of 8 (eight) parameters formed into the survey 
form along with the results of the data recapitulation of the 
survey form filling that had previously been shared with 
several related lecturers, namely lecturers in the study program 
in informatics and electrical engineering. The eight parameters 
are :  
1. Learning styles are easily understood by students, 
2. The learning settings are clear from the content to the assess-

ment, 
3. Mastering the subjects details to the end, 
4. Bringing the subjects with a simple and practical, 
5. Can harmonize cases with real conditions, 
6. There is a transfer of knowledge given to students, 
7. Provide space for students to ask questions, 
8. Satisfaction in answering student questions thoroughly.  

From the eight parameters formed, one column attribute is 
added as an identifier attribute, which is the match column. In 
the match column filled with numbers 1 to 4, with the category 
if filled in number 1, it means that the match level is less, if 
number 2 then the match level is moderate, if number 3 then the 
match level is high and if filled with number 4 then the match 
level is very high. The results of the whole dataset construction 
can be seen in Figure 2 below : 

 

 

 

 

 

 

 

 
Figure 2. Dataset Construction 

 
Then enter the processing stage of the dataset into RStudio, 

using the bnlearn library package in R Language with the fol-
lowing command : 
# installing the package bnlearn 

> install.packages("bnlearn") 

 

# load package bnlearn 

> library(bnlearn,quietly=TRUE,ver-

bose=FALSE,warn.conflicts = FALSE) 
 

 
 
 

Then import the dataset above, then the result of importing 
the dataset can be seen in the following figure 3 : 

 
 

 

 

 

 

 
 
 
 
 
 

Figure 3. Import Dataset Results to R 
 
The next step is to build a prediction model using naïve 

Bayes in R Language, and begin by translating all data types 
into factors, then create training data for prediction based on 
the identifier attribute. The plot results of the naïve bayes model 
can be seen in the following figure 4 : 

 

 

 

 

 

 
 
 
 

Figure 4. Naïve Bayes Model Plot 
 
Furthermore, the Naive Bayes bn model can be used to 

predict the level of compatibility with the courses taught. The 
prediction is done with the following command :   
pred = predict(bn, data_dinda_baru)   [ENTER] 

 
To see how accurate the prediction results can be seen in two 

ways, namely the table () command and the cbind () command. 
> table(pred, data_dinda_baru[, "Kecocokan"]) 
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Then the prediction results can be seen in Figure 5 below: 
 

 

 

 

 

 
 

Figure 5. Overall Dataset Prediction Results 
 
The picture above explains that: 

a. From the original value 1 obtained 13 correct answers with 
the results of the prediction also 1. But there is 1 prediction 
result that is not 1 that is 2. 

b. From the original value 2, 21 correct answers were obtained 
with the predicted results also 1. But there are 2 predictive 
results that are not 2 namely 3. 

c. From the original value 3 obtained 26 correct answers with 
the results of the prediction also 3. But there is 1 prediction 
result that is not 3 that is 4. 

d. From the original value 4 obtained 15 correct answers with 
the results of the prediction as well 4. There are no wrong 
prediction results. 

 
If you see the prediction results of the test data, namely 

records 51 to 79 (for records 1 to 50 have been used as training 
data), we get a comparison between the original value and the 
prediction results in Figure 6 below: 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 

Figure 6. Test Data Prediction Results 

5  CONCLUSION  

This research was conducted by starting to construct exist-
ing data to be predicted by building a machine learning model 
with the Naïve Bayes algorithm to predict the suitability of lec-
turers with courses based on 8 (eight) indicators that have been 
made. In its processing, the data is predicted by using 4 (four) 
range of compatibility levels, then training the data for some 
initial data. After there is training data, all data will be pre-
dicted using machine learning. Prediction results there is only 
1 error from 79 predicted data. This means, that the level of pre-
diction accuracy of machine learning built there are many 
matches. 
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